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EVALUATION OF SORGF, A SORGHUM CROP SH·AULATION MODEL.
By William C. Iwig and Benjamin F. Klugh, Statistical Research
Division, Statistical Reporting Service, U.S. Department of Agriculture,
June 1985. SRS Staff Report No. YRB-85-04.

This study examines the performance of the Texas A&M sorghum crop
simulation model, SORGF, in randomly selected plots located across
Kansas. Many of the model inputs were estimated rather than
measured at site. Performance of different feedback options were also
examined. Results indicate a large negative bias in the SORGF yield
values, most likely due to internal model problems and not to
estimation of model inputs.

Large area yield forecasting, crop simulation models, model evaluation,
feedback, sorghum, SORGF.
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SUMMARY Final head weights estimated by the sorghum crop simulation model,
SORGF, had a large negative bias in this application. This bias was
most likely due to internal model problems. This version of the model
would be unacceptable for Agency use.

This study examines the performance of SORGF using estima ted, rather
than measured, values for many of the input variables. These results
were obtained from 79 plots randomly loea ted across Kansas during the
1981 growing season. Modeled final yield averaged 954
kilograms/hectare (kg/ha), or 20 percent, less than the measured yield.
Four feedback options averaged 520 to 1219 kg/ha less than measured
yield. Feedback refers to using crop measurements during the growing
season to adjust modeled crop growth to "match" observed crop growth
for the field plot. Although the modeled final yield values were, on the
average, too low, large overestimates also occurred for some plots
causing large root mean square errors, large relative differences, and
moderate correlations between modeled and measured yields for all
SORGF options. Correlations ranged from 0.56 to 0.67. Modeled
growth and development may have better matched the actual crop
growth at each of the 79 plots if measured inputs had been used. In an
operational program, where the model is run for many randomly located
plots in several States, the cost and time involved to obtain exact
inputs would be prohibitive.
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INTRODUCTION

DATA COLLECTION

EVALUATION OF SORGF, A SORGHUM CROP SIMULATION MODEL
William C. Iwig and Benjamin F. Klugh

This study evaluates the performance "of SORGF, a plant simulation
model for sorghum, in estimating final grain weight per head in a
Statistical Reporting Serivce (SRS) objective yield program. SORGF
was developed by G. F. Arkin, R. L. Vanderlip, and J. T. Ritchie in
1975. The model has been modified several times. The version used in
this test was completed in 1978. The study was conducted in 79
objective yield sample fields in Kansas in 1981.

A plant process simulation model is a computer program that simulates
the daily growth and development of a crop. Daily values are generated
by the model for such crop characteristics as leaf number, leaf area,
root weight, stalk weight, and grain weight. This type of model
generally requires soil data, daily weather data, variety information,
and crop management information as inputs. it is quite expensive to
obtain exact values at specific locations, such as objective yield plots,
for many of these variables. An alternative is to estimate the input
values using more cost-efficient data sources.

The first objective of this study is to explore the performance of
SORGF when cost-efficient estimates are used as input to the model.
The second objective of this study is to evaluate the effect of
"feedback" on model performance. "Feedback" refers to using actual
plant measurements made during the growing season in field plots to
adjust the modeled growth to "match" the field observed growth.

The study is not intended to be a strict validation of the SORGF model,
but an evaluation of this type of application.

Basic data were collected and/or estimated to execute entire crop
season runs of the SORGF model. Additional "feedback" data were
collected to adjust internal modeled plant variables to improve final
model outputs. These data were collected in sorghum objective yield
fields in Kansas in 1981. Each sam pIe consisted of three randomly
located uni ts (plots). These units were generally in the same quarter of
the field. Each unit was three rows wide and nine feet long. Although
141 samples were originally selected, final analysis included only 79
samples. Major reasons for lost samples were that fields were not
planted to sorghum, some farmers refused to participate, and data were
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Basic :)a ta for
Executing the Model

Variable

1. KI
2. ROSPZ
3. P
4. AL T
5. SDEPTH
6. MO, ND, IYR
7. MO, NO, IYR
8. sw
9. UL
10. NTL
11. XMAX(J)
12. RAIN(I)
13. TEMPMX(I)
14. TEMPMN(I)
15. SOLRAO(I)
16. IDAYFB
17. IRR

not complete for some samples. Enumerators first visited each field in
late June. At that time the farm operator was interviewed and the
sample units were located.

The data needed to execute the model are listed in table 1. Values for
the first seven variables were measured or enumerated for each sample.
Weather data were obtained for March 28 - November 13 inclusive, for
a total of 231 days. This time frame may be several months before
planting. The planting date and planting depth were obtained from the
farm operator. Plant population and row spacing were based on
measurements obtained in the three units of each sample.

Table 1: SORGF!I initial input variables

Description

Number of days of weather data
Row spacing (em)
Plant population (plants/hectare)
Latitude (degrees)
Planting depth (em)
First day of wea ther data
Planting da te
Initial plant available soil water in root zone (em)
Maximum plant available soil water in root zone (em)
Total number of leaves on modeled plant
Maximum area of leaf J, J=I, •••, NTL
Precipitation on day I (in)
Maximum temperature on day I (OF)
Minimum temperature on day I (OF)
Solar radiation on day I (Iangleys)
Julian feedback date
Irrigation code (1 or 2)

!I The version of SORGF listed in (9) in the references section was employed for this study
with a few modifications recommended by the model developers (Arkin and Vanderlip, personal
communication). These modifications are listed in appendix A.

Input variables 8-15 of table 1 were estimated by use of various data
sources and methods because direct measurements of these variables at
each sample location would be too costly. The procedures used in
estimating these variables are described in pages 3 and 4. If the reader
is not interested in these details, skip to the Plot Data for Feedback
and Final Yield Section on page 4.

The soil water values SW and UL are calculated in the Palmer Index
program by the National Oceanic and Atmospheric Administration
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(NOAA) for each Crop Reporting District (CRD). These values for the
week ending March 28, 1981, were obtained from Mr. Merle Brown,
Kansas Agricultural Experiment Station (KAES) Weather Data Library,
Kansas State University (KSU). Maximum available soil water values
(UL) for CRD's ranged from 17.8 cm to 27.9 cm. Initial values (SW)
ranged from 13 percent to 73 percent of the maximum. All samples
within the same CRD were assigned the same initial and maximum soil
water levels.

The total number of leaves per plant (NTL) and the maximum area per
leaf (XMAX(J» were assigned from information in table 2. Varieties
planted in the sample fields were assigned to one of the four maturity
classes based on their average number of days from planting to half-
bloom as reported in the 1980 Kansas Sorghum Performance Tests
publication. The maturity class was estimated for any variety planted
in a sample field but not included in the performance tests. Four NTL
values were used that represent four different maturity classes. Total
leaf areas were assigned to each class (Bunck, 1977) and were
apportioned to individual leaves on a percentage basis after the
percentages from available leaf area data were reviewed (Iwig, 1984).

Table 2: Total leaf number and total plant
leaf area for maturity classes

Class

1
2
3
4

Days to
half-bloom

<= 60
61 - 67
68 - 74
>= 75

Total
leaves
(NTL)

17
18
20
22

Total leaf
area (cm2)

2,600
2,800
3,600
4,200

Daily precipitation and temperature data were obtained from
approxima tely 100 National Weather Service (NWS) stations across
Kansas, normally one per county, courtesy of Mr. Phil Shideler, NWS
Meteoro10gist-in-Charge, Topeka, KS. A nonlinear distance weighting
function described by Barnes (1964) was used to interpolate these data
to the sites. Daily solar radiation estimates were obtained from NOAA
geostationary operational environmental satellite (GOE.S) data (Tarpley,
1979) provided through the Agricultural and Resources Inventory
Surveys Through Aerospace Remote Sensing (AgRISTARS) program.
These values were on a grid basis with each reading centered on a whole
degree la ti tude-longi tude intersection. All sorghum sam pIes located
within the area represented by a reading were assigned the same daily
solar radiation values. Values for 13 days of the GOES data were
missing. Solar radia tion da ta from nine Kansas stations of the
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Plot Data for
Feedback and Final
Yield

cooperative USDA and NOAA Touch-Tone system were interpolated to
sample locations for those dates. These data are available on this
system because of da ta collection and reporting procedures initia ted by
Dr. Dean Bark, KAES Climatologist, KSU.

The input variable, IDAYFB, was assigned the Julian value of the
feedback date when the model was run in a feedback mode. Otherwise,
the variable had a value of zero.

The irrigation code, IRR, was assigned a value of 1 if the field was to
be irrigated at least once during the growing season as indicated by the
farm operator. Since irrigation facilities were available for these
fields, it was assumed that irrigation would be applied appropriately to
avoid water stress to the crop. Consequently, the model code was
edi ted so that the water stress coefficient, WATSCO, was held at a
constant value of 1 (no water stress) for all samples with an IRR value
of 1.

Two soil variables that. are not included as inputs but are assigned
within the model are U, the upper limit of stage 1 cumulative
evaporation, and CONA, a coefficient in the cumulative evaporation
equation. Appropriate values for each of these parameters depend on
the particular soil properties at the sampIe loca tion. However, limited
resources prohibited measuring these variables. Since the model is
fairly insensitive to the variables, constant values of 1.0 cm for U and
0.35 cm day -~ for CONA were assigned to all samples (Arkin, personal
communica tion).

Obviously, many of the input values are only estimates of the true
values at the site of each sample. Some inputs are probably more
representative of the average conditions for the field, for the area
represented by a latitude-longitude intersection, or for a CRD. Plant
population and row spacing were the only inputs measured in the three
units of each sample. It was assumed that the soil and weather
estima ted inputs had a negligible bias over all sampIes. Any possible
bias in the varietal inputs (NTL and XMAX(J» would be addressed
through feedback.

Crop simulation models do not always provide accurate simulations of
crop growth and development. Feedback refers to the process of
utilizing crop data collected during the growing season to adjust the
simulated crop growth and development to better match field
observations. The purpose of feedback is to improve model accuracy
and performance. SORGF was developed with this capability. The
approach is more fully described in appendix B.

When the feedback option is executed, it is desirable to have observed
values for each of the 17 feedback variables listed in appendix B. This
was not possible given our data collection constraints in this study.
Only half-bloom date, leaf counts, leaf area, and head weight da ta were
collected for each sample. These data were used in four different
combinations to determine their effect on model yield in different
feedback applications.
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METHODS

Data were collected in all sample plots as follows:

1. Half-bloom da te

Half-bloom date was estima ted from the enumera tor count of
plants that had bloomed in a 2-row by 3-foot portion of each
unit visited at 4-day intervals around flowering.

2. Number of green leaves per plant

Starting August 1, the number of green leaves were counted
monthly on five designated plants located adjacent to unit 1.

3. Area of each individual leaf

On the first visit after the flag leaf was fully emerged on all
five plants counted in (2), the length and width of each green
leaf was measured. Individual leaf areas were estima ted by
use of the following relationship (Stickler et al., 1961):

A = 0.75 *L*W

where:

A = area of individual leaf (cm2),
L = length of leaf (em), and
W = width of leaf (cm).

4. Current dry head weight per plant

Starting on the first monthly visit after half-bloom, heads
were clipped from five different plants adjacent to unit I and
sent to the labora tory for drying and weighing.

5. Final dry head weight per plant

Final yield measurements were also collected for each
sample immediately prior to farmer harvest. All heads in the
three units were clipped and weighed in the field. All heads
in the 2-row by 3-foot subunits were sent to the laboratory to
determine the threshing fraction and moisture content. This
crop cutting yield will be referred to in the report as the
measured yield. It has an associated sam pIing error since it
was calculated by use of data collected from three separate
uni ts.

The SORGF model was run for each sample without use of any feedback
data. The model was also run by use of four different combinations of
feedback variables.

Each combination was used in a separate set of model runs over all
samples. In the first combination of feedback data, the NL option, only
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the number of green leaves per plant on the date the leaf area data
were collected was used as feedback. In the second option, NLLA, the
leaf area data were used in addition to the nurnber of leaves. In the
third, the HBD option, only the half-bloom date was adjusted. In the
fourth option, ALL, the half-bloom date, the feedback leaf number, leaf
area, and head weight data were used. Leaf and head measurements
were from the first date that head weights were obtained. All other
feedback variables that could not be estimated from the feedback data
were assigned the internal modeled value as of the feedback date.
These four feedback options are discussed in more detail in appendix B.
These modeled yields were compared with the measured yields to
evaluate performance. Modeled values of the feedback variables were
compared with measured values to help interpret the yield results.

We assumed the estimated yield and a SORGF model yield for a
particular sample represented the yield for the same area of the field
and consequently were comparable. The Dunnett's multiple comparison
test (Steel and Torrie, 1960) was used to test whether the estimated
yield differed significantly from any of the SORGF final yields. In
addition, six statistics, originally suggested by Wilson et al (1980) were
calculated for comparing each SORGF option against the measured
data.

1. Estima ted bias = d =

where: di = difference between modeled and measured yield
for sampIe i, and

n = number of samples.

2.

3.

The bias is the average error and indicates whether the model
tends to :~te or overestimate yield.

SD(d) = V ~

The standard deviation of the difference indica tes the consistency
of the modeled yield values compared with the measured values. A
small standard deviation implies that the difference between the
modeled and measured values is fairly constant with Iittle
variability. It can be used to test for significant bias.

I [F.d;2
RMSE = V ~ 1

=
The root mean square error (RMSE) has two components, the
v2-riance of the differences (SD (d)2) and the square of the bias
(d)2. A relatively large RMSE would be due to highly variable
differences, a large bias, or both. If one of the SORGF options was
used on an independent sample, it is about 68 percent probable
that the modeled yield would be within one RMSE of the measured
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where:

RESULTS AND
DISCUSSION

yield and about 95 percent probable that the modeled yield would
be within two RMSE's.

~. r = Pearson correlation coefficient ( -1 < r < 1)

The correlation coefficient, r, is a measure of the degree of linear
association between the modeled and measured yields.

5. Maximum I rdd
rdi = 100 (di/Y i), and
Yi = measured yield for sample i.

The maximum absolute relative difference (Max I rdd) indicates
the maximum difference between modeled and measured yields as
a percentage of the measured value.

6. % I rdd < 10%

The percentage of the absolute re la tive differences tha t is less
than 10 percent indicates how often the modeled yield was within
10 percent of the measured yield over all samples.

The mean yield, the largest sample yield, the smallest sample yield, and
the six evaluation statistics from the 79 samples are presented in table
3. Measured and modeled yield values are at 15.5 percent moisture.
Data in table ~ compare simulated and measured values of the four
feedback variables over all 79 samples. This information can be used to
help explain yield differences obtained from the different SORGF
options.

The Dunnett's multiple comparison test with a = 0.05 was used to test
for any differences between measured and estimated SORGF yields.
Any absolute difference between the estima ted yield and the yield from
a SORGF option that exceeded 820 kg/ha was significant. The mean
yields of all SORGF options except HBD tested to be significantly
different from the mean estimated yield. At first it may seem that
using only the observed half-bloom ciate as feedback would produce
"satisfactory" yield estimates by SORGF. However, a further review of
the results on page 8 indicate that this option provided the right answer
(although it still had a relatively large bias) for the wrong reasons. A
crop simulation model needs to produce accurate yield estimates, but
should also accurately simulate the crop growth and development during
the growing season. A review of the data in table ~ indica tes tha t the
HBD option does not do an "adequate" job of simulating crop growth.
The data also help explain the yield differences among the SORGF
options presented in table 3.
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Table 3: Model evaluation statistics for SORGF with and without feedback

SORGF- SORGF feedback options
Statistics no Estima ted

feedback NL NLLA HBD ALL yield

Mean Yield (kg/ha) 1.1 3752 3563 3488 4187 3491 4707
Maximum Yield 8197 8138 7788 8368 7729 8590
Minimum Yield 605 462 509 445 476 619

Bias -954 -1144 -1219 -520 -1216
SD (d) 1664 1631 1664 1754 1787
RMSE 1918 1992 2063 1830 2161

r .65 .67 .65 .64 .56
Max I rd I 403 403 407 338 170
% I rd I < 10% 25 16 15 32 15

1.1 1 bulacre = 51.6 kg/ha.

Table 4: Comparison of simulated and measured feedback variables for the 79 samples

Simu1ated Measured Paired difference = Paired t
simu1ated -measured for

Variable
S El/

Ho:d=O
Mean Mean S E Min Max Mean

Leaf Number 11 0 8.41 .23 -2 8 2.59 11.38**

Total Plant Leaf Area
(em 2) 3045 2491 91. 43 -1691 2281 554 5.88 * *

Head Weight (g) 21.8 1.95 23.7 1.58 -48.4 89.7 -1.87 <1

Half-Bloom Date 23021 1.39 223 1.22 -13 41 6.69 5.91**

'* '* = Paired t-sta tistic significant at a = 0.01.
= Not applicable.

11 S E = Standard Error of Mean.
21 Reference Julian date: August 16 = 230.

The NL option produced a smaller yield than the no feedback option
(table 3). This lower yield was primarily due to a reduction in number
of leaves through feedback (table 4). After the flag leaf is fully grown,
every modeled plant has 11 leaves. The observed mean number of
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leaves per plant was 8.41. A smaller number of leaves causes less
total plant leaf area available for photosynthesis during grain fill,
which tends to cause smaller yields.

The NLLA option produced a slightly smaJJer yield than the NL option
(table 3). The leaf area values used as feedback were slightly smaller
than the modeled values, which are actuaJJy model inputs (table 1).
Table 4 indicates that the measured total plant leaf area on the
feedback date averaged over 550cm2 less than the model value. Most
of this difference was due to the difference in number of leaves.

The HBD option produced a substantially higher average yield than the
no feedback option (table 3). Evidently this situation resulted from the
mean measured half-bloom date's being about 1 week earlier than the
simulated date (table 4). The earlier half-bloom date probably provided
better grain filling wea ther and thus higher yields. The simula ted half-
bloom date is very dependent on NTL, the input total number of leaves
per plant (table 1). A variety that produces a larger number of leaves
takes longer to reach half-bloom. A separate analysis (Iwig, 1984)
indica ted that some varieties that were assigned NTL values of 20 and
22 leaves probably produced only 18-19 leaves. Such misclassification
would help explain the late simulated half-bloom date.

The mean yield for the ALL option is much lower than the HBD yield
(table 3), even though both options have used the measured half-bloom
date as feedback. A portion of the reduction is due to using smaller •
leaf numbers and reduced leaf area as feedback, as indicated by the
NLLA results. The remaining yield reduction is evidently due to the
head weight feedback variable. The data in table 4 indicate that the
mean measured head weight was slightly larger than the simulated
mean. However, the simulated mean is from the no feedback option
where the half-bloom date was a week late. The mean simulated head
weight by the HBD option, with the corrected half-bloom date, would
be 30-35 grams.

Comparing the mean measured head weight of 23.7g against a mean
simulated head weight of 30-35g shows why using head weight as
feedback in the ALL option tends to reduce yields as compared with the
HBD option. Simulated head growth is too rapid during the early part
of grain fill, prior to the ALL option feedback, and too slow or for too
short a period after the feedback date.

The large maximum and minimum differences between simulated and
measured head weights indicated in table 4 are mainly due to the
differences in the half-bloom date. However, these results could also
be partly due to imprecise sample level estimates of mean head
weights. The data generated a large variance among the five heads
measured from each sample, yielding a sample coefficient of variation
(CV) of 56 percent compared with CV's of 26 percent and 13 percent for
total plant leaf area and number of leaves per plant, respectively. With
this much variability in the measurement data, the estimated mean
sample level head weights could easily be in error by relatively large
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amounts. Assuming a normal distribution, there would be a 32 percent
chance of the mean head weight being in error by more than 56 percent.

Our review of the other Iive summary statistics would suggest tha t this
application of the model tends to produce low yield values as indicated
by the bias terms. Biases for the 20 irrigated and 59 nonirrigated fields
were not significantly different within each option, so that the bias
values in table 3 are representative of all fields regardless of irrigation
status. Since the model does not account for such yield-reducing
factors as disease, insects, and weeds, a positive bias is expected, at
least in the no feedback mode. It is unlikely that using estimated inputs
instead of actual measured inputs could cause the large negative bias in
the model yields. Internal model problems are indicated. At least four
aspects of the model have been identified to be in need of additional
experimental work (Arkin, personal communication). These problems
involve the calculation of canopy light interception, the conversion of
photosynthetically active radiation to the daily increase in total plant
dry weight, the calculation of potential evaporation (EO), and the
partitioning of dry weight to plant parts, especially to grain. Each of
these four aspects of the model has been modified since the original
version of the model was validated (Vanderlip and Arkin, 1977).
Although that earlier study indicated some large errors in grain weight
per plant, there was no consistent bias. Since the current version has
large negative bias, it is likely these aspects are contributing factors.

The RMSE values are relatively large, indicating that large errors in
final yield could be expected from any of the SORGF options for an
individual sample. The large RMSE values are due to large biases and
large standard deviations of the differences. The moderate correlation
coefficients, 0.56 to 0.67, between the modeled and observed yield
values are also a product of the large variance of the differences. A
nearly constant difference would provide correlations near 1.0. The
maximum Ird I values indicate that the model without feedback was in
error by over 400 percent, due to overestimates. The maximum I rd I
for an underestimate would be 100. The model did not properly account
for the low yield conditions at some sample locations. One possible
reason is that some yield-reducing factor such as disease, insects, or
weeds, which is not addressed by the model, is dramatically affecting
some sites. If such a factor is present, it should display itself through
the feedback variables. The lower maximum Ird I values for the ALL
option of 170 indicates that, when observed head weights are used as
feedback, the model does a better job of estimating yield at the low
yield sites. Reviewing the I rd I values over all samples revealed that
less than 35 percent of the model yield estimates were within 10
percent of the measured value. Therefore, relatively large errors
(greater than 10 percent) occured for a majority of the samples with
any feedback option.

Internal model problems certainly contributed to the large RMSE,
moderate correlation, and large Irdl values. Their unsatisfactory
values are also partially attributed to the use of estimated inputs rather
than site-specific measured inputs. Variation about the true yield has
to be expected if exact inputs are not used. The estimated input
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likely to have the greatest effect on model results IS daily
precipitation. Rainfall varies greatly over a geographic area, and it is
unlikely the interpolated estima tes will account for this variability.
The other meteorological estimates, assuming they are unbiased, should
have less of an impact on mode I results because they have less spa tial
variability than precipitation. The CRD estimates of UL could also be
critical, as they can vary widely within a CRD, within a county, and
even within a field. Since the water balance was started approximately
2 months before planting, the effect of not knowing the exact initial SW
value was reduced, but may still have been significant in water limited
growing conditions (Larsen, 1981). The effect of using estima ted values
of total number of leaves and individual leaf area on the simulated final
yield is probably small. When any errors in the values of these two
variables were corrected through feedback in the ALL option,
unsatisfactory values of RMSE, correlation, and Ird I were still
obtained.

RECOMMENDATIONS We recommend that:
AND CONCLUSIONS

(1) this version of the SORGF model not be implemented In any
operational SRS program,

(2) SRS should continue to monitor model development and progress,
and

(3) the modeler would repea t the analysis of the 1981 Kansas da ta with
each new version of the model and demonstrate reliable
performance before SRS invests any further efforts in this area.

Final head weights estimated by SORGF in this application had a large
negative bias. Attempts to employ "feedback" data to improve model
estimates were unsuccessful. This bias is most likely due to internal
model problems.

Applica tion of any crop simulation model by SRS would involve use of
estimated values of model inputs. The cost and time needed to obtain
measured values for all inputs at all Objective Yield sites is prohibitive.
Accurate and cost-effecient estimates of model inputs are needed as
well as a "good" model.

Although sufficient data were not available in this study to investigate
the adequacy of each estimated input, it is likely that daily
precipitation and maximum available water (UL) have the greatest
effect on yield errors due to their variability over a geographic area.

A major benefit of this study was gaining experience in applying the
SORGF model in a feedback mode. The half-bloom date is an important
feedback item since the modeled date can be in error by 2 weeks or
more. This variable would be used to adjust the modeled phenology, or
crop stage, if needed. Measured head weights, obtained from a
sufficient sample size, should also be an important feedback item.
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APPENDIX A:
Model Modifications

The version of the SORGF model listed in the User's Guide was used for
this study with the following modifications.

1. The subroutine DRWT (Sivakumar, 1981) was substituted for
the PHOTO and SYNTH subroutines.

2. The calculation of the potential solar radiation reaching the
soil surface, variable RO, was modified so that it is not
specific to 300 N 1ati tude (Sivakumar, 1981).

3. The interval from half-bloom to physiological ma turi ty was
defined to be 741 heat units (Schaffer, 1978). In the original
model version, this interval was a function of the interval
from emergence to half-bloom. The heat units accumulated
in 1 day were defined as:

HU =
where:

MAXT + MINT _ 1
2

MAXT = daily maximum temperature (CO),
if MAXT > 380, MAXT = 380, and

MINT = daily minimum temperatlire (OC),
if MINT < 10, MINT = 10•

4. A condition that floral ini tia tion, the beginning of stage 2,
cannot occur until the fifth leaf is fully grown was added to
the phenology calculations.

5. The albedo for bare soil was changed from 0.15 to 0.10.

6. The constant, a, used in the following calculation of potential
evaporation, EO, was changed from 1.28 to 1.60.

EO = a~HO
\s + YJ

where:

s = slope of saturation vapor pressure curve at mean
air tem pera ture,

Y = psychrometer constant, and

HO = net radiation above the canopy.

7. The following equation was used to calculate the percent
light transmission, L1TRAN, regardless of the daily leaf area
index value.

L1TRAN = 100. *EXP(X2 * DLAI)
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where:
DLAI = leaf area index for current day,

X2 = (.0091 * R) - 0.75, and
R = row spacing (inches).
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APPENDIX B:
Feedback Options

Variable

1. NLF
2. NFULL
3. IDAY3
4. IDAY6
5. IDA Y9
6. SPROUT
7. RCOUNT(J)
8. ACDAYS(J)
9. GRO(l,J)
10. WR
11. WL
12. WC
13. WH
14. WG
15. GSUM
16. SUMESI
17. SUMES2

In the SORGF feedback process, the simulation is started on some given
feedback date after emergence. Variables describing the growth status
and stage of the crop on that da te are required as input, since the
model does not simulate the early growth and development as in a
regular nonfeedback simulation. The required feedback variables are
listed in the table below. The first 14 variables are listed in the "User's
Guide to SORGF" as feedback variables. GSUM is needed because of
the change in the model for this study that defined the period of half-
bloom to maturity to be 741 heat units. SUMESI and SUMES2 were
included as feedback variables in the study for improved accuracy.
Values for the initial input variables described in table 1 of the main
report are also required, except that the plant available soil water
value, SW, should be for the feedback da te, not the ini tial starting date.

Appendix: Feedback variables

Description

Number of leaves emerged by the feedback date
Number of fully grown leaves by the feedback date
Julian date of floral initiation
Julian date of half-bloom
Julian date of physiological ma turi ty
Julian date of plant emergence
Julian date of emergence of leaf J
Julian date when leaf J attains maximum leaf area
Current leaf area (cm2) for leaf J
Current dry weight (g) of roots
Current dry weight (g) of leaves
Current dry weight (g) of culm
Current dry weight (g) of vegetative parts of head
Current dry weight (g) of grain
Heat unit sum from day after half-bloom to feedback date
Cumulative Stage 1 evaporation (em)
Cumulative Stage 2 evaporation (cm)

Detailed comments on the four feedback options used in this study
follow.

Leaf Counts Only (NL)--The feedback date for each sam pIe was the
first visit with leaf counts after it was known that the flag leaf
was fully grown. This was also the date tha t the leaf area data
were collected. At that time the model should have all leaves
emerged and fully grown. Consequently, the feedback variables
NLF and NFULL were assigned to be the total number of leaves
produced per plant, which is the input variable NTL. The average
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number of leaves per plant (NL) for each sample wasused to assign
values to the feedback variable GRO(I ,J) as follows:

GRO(I,J) = a
GRO(I,J) = XMAX(J)

J = 1, •••, NTL-NL
J = NTL-NL+ 1, ••., NTL

Only the top NL leaves are present on the plant and have leaf area.
The bottom leaves are senesced.

Leaf Counts and Leaf Area (NLLA)-- The feedback date for each
sample was the date the leaf measurements were collected. The
leaf count was used in the same manner as for the NL option. The
mean measured leaf areas were used instead of XMAX(J) to assign
values to the feedback variable GRO.

Half-bloom Date (HBD)-The feedback date was the observed half-
bloom date. The plant feedback variables, such as leaf area and
plant part weights, were assigned the modeled values on the
modeled half-bloom date. This procedure assures that the plant
variables have reasonable values for the half-bloom date, such as
no grain weight and all leaves emerged and fully grown.

Half-Bloom Date Leaf Counts Leaf Area and Dr Head Wei ht
ALL --The feedback date was the first visit date that head
weights were obtained. The observed dry head weight was
partitioned to grain and nongrain portions (WG and WH) by use of
the modeled ratios of WG and WH to total dry head weight. The
modeled ratios were determined from WGand WH values the same
number of days after modeled half-bloom as the feedback date was
after observed half-bloom. This procedure should provide
appropria te partitioning fractions. Leaf area measurements were
collected on this feedback date for 69 of the 79 samples and were
used to adjust the values in the GRO variable. The observed half-
bloom date was used in the calculation of GSUM and for the
feedback variable IDAY6.
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